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Abstract

This paper summarizes the motivation, aims
and objectives of the EPSRC-funded project
FLUIDITY in simulated human-robot interac-
tion with speech interfaces. Questions of defin-
ing the properties of fluid interaction and the
communicative grounding mechanisms needed
to achieve them are at the heart of the project.

1 Introduction

A key problem for current human-robot interac-
tion (HRI) with speech interfaces is lack of fluid-
ity. Although there have been significant recent
advances in robot vision, motion, manipulation and
automatic speech recognition, state-of-the-art HRI
is slow, laboured and fragile. The contrast with
the speed, fluency and error tolerance of human-
human interaction is substantial. The FLUIDITY
project1 takes on this key challenge by developing
the technology to monitor, control and increase the
interaction fluidity of robots, such that they become
more natural and efficient to interact with.

2 The challenge of fluidity for
human-robot interaction with speech

In pick-and-place situations where a human re-
sponds to a spoken instruction like “put the remote
control on the table” and a follow-up repair like
“no, the left-hand table” when the speaker realizes
the instructee has made a mistake, there is typically
nearly no delay in reacting to the initial instruction,
and adaptation to the correction is instant. FLU-
IDITY will give robots with speech understanding
more seamless, human-like transitions from pro-
cessing speech to taking physical action with no
delay, permitting appropriate overlap between the
two, and the ability to repair actions in real time as
humans do (Hough et al., 2015a).

1FLUIDITY in simulated human-robot interaction with
speech interfaces. UKRI EPSRC grant: EP/X009343/1 project
website: https://fluidity-project.github.io/.

In human-human interaction, fluidity is achieved
through humans being able to recognize the in-
tentions of their conversational partner with low la-
tency and using predictions (Tanenhaus and Brown-
Schmidt, 2008; McKinstry et al., 2008), and in re-
sponding to speech, humans can begin moving in
response to an instruction before the end of the
instructor’s utterance (Hough et al., 2015a). Cur-
rent interactive robots do not exhibit these capa-
bilities partly due to unsuitable control algorithms
which demote fluid interaction quality over other
concerns. FLUIDITY puts interaction fluidity and
the rapid recovery from misunderstanding with ap-
propriate repair mechanisms at the heart of interac-
tive robots, aiming to develop state-of-the-art incre-
mental spoken language understanding (SLU) and
continuous multi-modal HRI control algorithms.

In an example pick-and-place scenario where a
user communicates with a robot to move objects to
different target locations using their voice, adapting
from Hough and Schlangen (2016), the capability
of current systems is shown in the interval dia-
grams in Fig. 1 in the ‘non-incremental’ mode (A).
The interval blocks represent the user’s speech and
robot’s actions over time from left to right.

In ‘immediately successful’ interactions (Fig. 1
top), the robot processes an instruction like “put
the red phone on the table" and understands the
user’s intention correctly the first time, picking up
the user’s intended object. Due to the uncertainty
caused by the robot’s sensors (Kruijff, 2012), the
robot needs confirmation from the user through
utterances like “yes” or “go ahead” before complet-
ing the action to achieve its goal - in mode (A) this
is safe, but cumbersome. In ‘recovery from mis-
communication’ scenarios (Fig. 1 bottom) where
the incorrect object is initially picked up and the
user repairs the robot’s actions with utterances such
as “No! The other red phone.” In mode (A), such
an utterance cannot be recognized as a repair un-
til the robot has stopped moving. Once the repair
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Recovery from miscommunication:
(A) Non-incremental

(B) Incremental

(C) Fluid

Put the red phone on the table
moves to Y grabs Y moves to pos 1

No! The other phoneUser:
Robot: moves to Y’s original position

drops Y
User:

Robot: grabs X moves to pos 1 drops X

Yes

moves to X

Take the red phone

moves to Y grabs X moves to pos 2 drops X
YesNo! The other phone Put it on the table

moves to X

YesUser:
Robot:

YesTake the red phone

moves to Y

YesNo! The other phone Put it in on the table

grabs X moves to pos 2 drops Ymoves to X

User:
Robot:

Immediately successful interaction:

(A) Non-incremental

(B) Incremental

(C) Fluid

Put the red phone on the table
moves to X grabs X moves to pos 1 drops X

YesUser:
Robot:

Take the red phone

moves to X grabs X moves to pos 1 drops X

YesUser:
Robot:

Yes Put it on the table

Take the red phone

moves to X grabs X moves to pos 1 drops X

YesUser:
Robot:

Yes Put it in on the table

Figure 1: Fluidity in interaction from a non-incremental
approach to speech processing (A) up to fluid processing.
Modes (B) and (C) have incremental processing and
in the fluid setting (C), robot actions start earlier as
user feedback utterances can start earlier, as the robot
constantly monitors and interprets relative to its actions.

is interpreted, not only must the current incorrect
action be ‘undone’ but the new action must then
be carried out in full, resulting in long periods of
waiting. The ability to recognize intentions only
from complete commands mapping to complete
goals severely limits the fluidity of the interaction.

Improvement is possible in mode (B), an in-
cremental mode, taking inspiration from (Kemp-
son et al., 2001; Schlangen and Skantze, 2011;
Purver et al., 2011; Eshghi et al., 2015; Hough
et al., 2015b; Kennington and Schlangen, 2015;
Madureira and Schlangen, 2020) and others in
computational semantics focused on incremental-
ity. Here, while turn-taking still happens in a half-
duplex fashion with no overlap between human
speech and robot motion, opportunities for confir-
mation or repair arise after shorter bursts of speech.
This is possible by the robot predicting parts (incre-
ments) of the user’s overall goal as speech arrives
into the system word-by-word, such as predicting
the target object to be picked up before predicting
the target location. The ‘recovery from miscommu-
nication’ scenarios show the benefit of incremen-
tal processing in situations of repair, as partially
incorrect action plans can be corrected early and
substantially reduce task completion time.

In the fluid mode (C), speech processing is also
incremental, however the system goes beyond incre-
mentality, allowing full-duplex interaction where
concurrency of human speech and robot motion is
reasoned with appropriately using continuous in-
tention prediction. The robot can begin moving as

soon as it is sufficiently confident about the user’s
goal and it can interpret confirmations and repairs
during its movement appropriately, allowing it to
complete correct actions more quickly and change
course immediately in the middle of its initially
selected action if corrected, leading to faster task
completions in both scenarios. We also predict the
more fluid the interaction, the more this behaviour
will be perceived as natural, intelligent and likeable,
building from Hough and Schlangen (2016).

3 Aims and objectives

The FLUIDITY project will investigate the auto-
matic measurement and improvement of fluidity in
HRI. With respect to Fig. 1, the aim is to move
away from interaction as it happens in current sys-
tems in the non-incremental mode (A) to modes
(B), incrementally, and finally, (C), fluidly.

The project will also address the difficulty of de-
veloping interactive models with real-world robots.
A key outcome, currently under development, is
a toolkit for building and testing interactive robot
models with human participants in a Virtual Reality
(VR) HRI environment, concretely, the simulation
of the University of Hertfordshire Robot House2

with the Fetch Mobile Manipulator3. The envi-
ronment will be used to collect Wizard-of-Oz data
with participants as the basis for training our SLU
and interaction management/control models and
of interest to both dialogue and HRI researchers.
To achieve fluid interaction, the project will use
the data to give a robot with speech understanding
capabilities the following abilities:

1. predict the user’s intention from their speech
and confidence in that prediction as quickly
and accurately as possible when sufficiently
confident, investigating DS-TTR (Purver et al.,
2011; Eshghi et al., 2015) and incremental-
ized deep learning models (Madureira and
Schlangen, 2020) for the SLU.

2. monitor its own motion and estimate the ear-
liest point that its own intention has become
recognized by, or ‘legible’ to the user in the
sense of (Dragan et al., 2013), whilst moving.

3. use abilities 1 and 2 in parallel to control its
interactive behaviour appropriately, including
repairing goals, to allow fluid interaction in
both the virtual and real-world settings.

2https://robothouse.herts.ac.uk/
3https://www.zebra.com/us/en/products/

autonomous-mobile-robots.html
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