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Abstract

Conversational User Interfaces (CUIs), including chatbots, virtual
agents and social robots, are increasingly shaping how we com-
municate, seek support and access services. Yet, as these systems
grow more sophisticated, concerns about bias and fairness in their
design and deployment have become increasingly urgent. We pro-
pose a multidimensional approach to bias and fairness in CUIs that
spans four interconnected themes: conceptual grounding, verbal
communication, multimodal expression and interactional dynamics.
Rather than framing bias merely as a technical flaw, we argue that it
should be understood as a relational, interactional and design-based
phenomenon. Accordingly, in this workshop, we aim to foster criti-
cal discussion around how CUIs encode social norms, perpetuate
or mitigate exclusion, and shape perceptions of fairness through
their language, embodiment and behaviour. By bringing together
researchers, designers and policymakers, the workshop will explore
pathways towards more equitable and transparent CUIs. The goal
is to promote a relational understanding of fairness, one that cen-
tres user experience and social context, to guide future work in
conversational Al
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Background

Conversational user interfaces (CUIs) are rapidly transforming the
way we interact with technology, reshaping our everyday experi-
ences through embodied (e.g., social robots and virtual humans)
and disembodied (e.g., chatbots) conversational agents. They have
become part of our everyday routines, popping up in fields as di-
verse as healthcare, education, finance, and entertainment [22]. At
the heart of their success are rapid advances in language process-
ing, voice recognition, and machine learning, which allow these
systems to understand and respond to us with increasing accuracy
and sophistication [71].

However, as CUIs become more common and more powerful, it’s
crucial to examine how bias and fairness come into play. When these
systems are trained on large datasets, they can accidentally pick up
on stereotypes or other forms of bias hidden in that data [26, 52].
Sometimes, the algorithms themselves amplify these biases [8], and
in other cases, the ways people interact with CUIs might trigger
different responses for different groups [50]. The consequences can
be especially significant when CUIs are used in critical areas like
healthcare, where biased advice could affect someone’s well-being
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[5,40,42,52], or education, where slanted interactions could impact
students’ access to learning resources [16, 29].

This workshop will offer a deep dive into understanding and
addressing bias and fairness in CUIs. One of our primary goals is
to create a clear narrative that connects broad ideas about ethics
and fair design in CUI studies and human-agent interaction (HAI)
research at large with both the ways we can measure language-
based performance and the non-verbal signals CUIs pick up or
project. Examining verbal cues—such as specific words, phrases, or
emotional tones—can reveal patterns of bias in a system’s responses.
But we also want to look at non-verbal elements that might shape
the verbal projection of the CUL, since these subtler behaviours can
reinforce unfair treatment.

During the workshop, we’ll unpack big questions about what
“bias” and “fairness” really mean in the context of conversational
interfaces, and how we can test for and measure them. We will also
consider how these technologies shape user experiences and how
we can utilise the data collected from these systems more fairly.

Another aspect we’ll explore is how policies and regulations
could guide the development of CUIs. By bringing researchers, in-
dustry professionals, and policymakers together, we hope to spark
meaningful conversations about the best ways to keep bias in check,
preserve fairness, and maintain accountability. The workshop will
include talks, discussions, and group exercises that spotlight cutting-
edge research, identify gaps where more work is needed, and pro-
pose practical steps toward making CUIs more equitable.

Ultimately, as CUIs continue to influence our personal lives and
society at large, we want to ensure they do so in a way that respects
and protects all users. This workshop is a chance to share knowl-
edge, foster collaboration, and drive thoughtful innovation, with
the aim of creating conversational systems that reflect our highest
values of inclusion, fairness, and social responsibility.

To unpack these challenges systematically, both here and in the
workshop, we structure our exploration around four interrelated
themes. Each theme addresses a distinct yet interconnected dimen-
sion of how bias and fairness operate in CUIs: from conceptual
foundations to linguistic and multimodal expressions, and finally to
the dynamics of interaction. Together, these themes offer a compre-
hensive lens for understanding bias not merely as a static design
flaw, but as an evolving, socially embedded process.

1 Theme 1: Conceptual Grounding

At the heart of any meaningful discussion about bias and fairness
in CUIs lies the need for conceptual clarity. Bias and fairness
are not monolithic properties that can be universally measured
or removed; rather, they are deeply contextual, interpretive, and
relational constructs that emerge through the complex interaction
between technology design, language, and social norms. Under this
theme, we seek to lay the groundwork for a theoretical approach
to understanding how bias is embedded into, and enacted through,
conversational systems—not merely at the level of outputs, but
through their underlying design assumptions and communicative
structure.

1.1 The Need for Conceptual Grounding

Recent attention to fairness in conversational Al often focuses on
measurable harms [67]: uneven performance across demographic
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groups, harmful stereotypes reproduced in responses, or inequities
in accessibility [2, 28, 65]. While such concerns are urgent, this
“detection paradigm” risks treating bias as a deviation from a pre-
sumed neutrality, rather than asking what neutrality itself presup-
poses. CUIs are never neutral, they are shaped by a chain of design
decisions that reflect implicit norms and value systems, whether
acknowledged or not. Therefore, we argue that bias in CUIs is not
simply a technical issue but also a design-related phenomenon. In
this view, fairness is not just about correcting for representational
gaps or algorithmic skew, but about interrogating how systems are
designed to "understand" and "respond" in the first place.

1.2 Intentional and Unintentional Biases in
Design

Biases in CUIs can result from both intentional design decisions
(e.g., selecting a default voice or interaction script) [59] and uninten-
tional omissions (e.g., failing to account for users whose language
patterns deviate from the training data norm) [23]. But even these
categories, intentional vs. unintentional, might oversimplify it. Of-
ten, the problem lies not in the presence of malice or neglect, but in
the absence of theoretical sensitivity to cultural and social variation
in the context of CUL The question is not whether a design is biased
or not, but what kinds of users and interactions it is designed to
accommodate, and which it excludes or misinterprets.

We therefore propose a situated perspective on fairness in CUIs,
one that recognizes fairness as context-dependent, user-relative,
and mediated by design choices. In practice, this means attending to
how fairness is perceived, negotiated, and contested within specific
human-CUI interactions.

1.3 Toward a Shared Vocabulary

Moreover, we call for the establishment of a shared conceptual vo-
cabulary that can ground future empirical work. Such a vocabulary
would include distinctions between:

e Design-time bias vs. runtime bias.

o Interactional bias vs. distributional bias.

e Normative fairness goals (e.g., equity, inclusion, trans-
parency) vs. operational fairness metrics.

By creating a common theoretical grounding, we aim to facilitate
cross-disciplinary dialogue and position future studies of CUI bias.

This conceptual framing sets the stage for the following themes,
which extend this theory into verbal, nonverbal, and interactional
dimensions. Together, they propose an integrated framework for
understanding how CUIs can perpetuate or challenge social asym-
metries, via what they say (theme 2), how they say it (theme 3), and
how they shape the broader dynamics of interaction (theme 4).

2 Theme 2: Verbal Communication

Language is the primary medium through which CUIs engage with
users [53], and thus, it is one of the most consequential spaces where
bias is encoded, perceived, and negotiated [55]. While Theme 1
positioned bias and fairness as socio-technical constructs rooted in
conceptual and design decisions, Theme 2 extends this theoretical
lens to the verbal layer of interaction, asking how linguistic choices
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in CUIs, whether scripted, generated, or emergent, shape normative
assumptions about users, roles, and relations.

2.1 Language is Never Neutral

CUIs are often evaluated on metrics such as clarity, efficiency, or
fluency [14]. However, such metrics abstract language from its prag-
matic and social dimensions [68]. Every utterance made by a CUI
carries with it an implied stance toward the user: about what is
appropriate, who holds authority, and what kind of interaction is
expected. Bias at this level is not only about offensive or discrimi-
natory content, but about who gets to speak, how they are spoken
to, and how their input is interpreted or constrained.

2.2 Bias in Dialogue Structure

Bias can also manifest in the structure and flow of dialogue. CUIs
are designed with assumptions about turn-taking [61, 62], topic
relevance [12, 41, 43], and conversational goals [44, 48, 49], assump-
tions that may not be shared across all users or contexts. When
a system prematurely redirects a user, fails to follow up on emo-
tionally charged content, or overly constrains user input through
narrow question and answer formats, it may unintentionally re-
produce patterns of marginalisation or epistemic injustice, such
as denying certain users the opportunity to express themselves
meaningfully or to be understood on their own terms.

2.3 Computational Perspectives on Verbal Bias
and Fairness

Verbal bias in conversational systems is often conceptualized in
terms of distributional disparities, stereotyped language associa-
tions, and differential system behaviour across user groups. Large
language models (LLMs) that power CUIs are typically trained
on massive corpora that reflect the biases, both overt and subtle,
present in those data sources [55]. As a result, CUIs may reproduce
or amplify stereotypes depending on perceived user characteris-
tics (e.g., [1]), or systematically misunderstand certain dialects and
language varieties [57].

Efforts to quantify verbal bias often involve benchmarking mod-
els using carefully curated test sets. These may include stereotype
sentence completions, sentiment evaluations across demographic
prompts, or turn-level analyses of linguistic style and tone in gen-
erated responses [9]. While these computational techniques can
reveal important patterns, it is also essential to move beyond the
model’s output and consider the interactional dynamics of the con-
versation. A CUI may avoid overtly biased phrasing yet still subtly
frame one group’s concerns as more valid than another’s through
word choice, topic control, or failure to follow up. Thus, fairness in
verbal CUIs cannot be reduced to lexical parity alone; it requires
attention to the pragmatics of conversation, including what is said,
how it is said, what remains unsaid, and how these patterns intersect
with identity and power.

2.4 Toward Fair Linguistic Design

To conceptualize verbal fairness in CUIs, we argue that we should
move beyond word-level content moderation or keyword filtering.
Fairness in this domain should entail:
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e Supporting linguistic pluralism, by enabling diverse dialects,
registers, and speech styles.

e Acknowledging interactional asymmetries, such as power
dynamics embedded in directive vs. invitational utterances.

o Designing for conversational responsiveness, including sen-
sitivity to when a user is signalling uncertainty, distress, or
social discomfort.

e Incorporating technical methods for fairness auditing in
generation pipelines.

Importantly, fairness in verbal interaction is not only about the
user-facing output, but also about the system’s interpretive logic.
It is therefore equally important to consider how the system parses
input, frames intent, and selects among possible responses. This
highlights the need for further discussion around open, explainable,
and human-moderated technical developments (e.g., [18-21]; rather
than relying solely on closed systems), as well as the advancement
of theoretical models that treat CUIs as co-participants in dialogue,
rather than merely reactive tools.

3 Theme 3: Multimodal Expression

While CUIs are often understood through their verbal outputs, an
increasing number of systems, especially those with physical (e.g.,
social robots) or virtual embodiments (e.g., avatars), communicate
in multimodal ways [42, 64]. Facial expressions, gaze direction,
gestures, posture, spatial positioning, and paralinguistic features
like prosody or intonation are integral to how CUIs interact with
users [60, 64, 66]. These nonverbal signals are not just supplemen-
tary; they actively shape the meaning of the verbal message [27],
the relational framing of the interaction, and accordingly they could
also shape the user’s interpretation of system intent and fairness.

In this theme we aim to explore bias and fairness in CUIs as
multimodal phenomena, acknowledging that nonverbal cues of-
ten reinforce (or sometimes contradict) the social roles, affective
meanings, and interactional expectations constructed by language
(60, 66].

3.1 Embodiment as Normative Representation

The physical or visual embodiment of a CUI, whether as a humanoid
robot, animated avatar, or abstract interface, always carries implicit
messages about identity, authority, and social role [34, 35, 43, 56].
The design of facial features, skin tone, gender presentation, voice,
and body movement encode normative assumptions about what
a service provider, teacher, assistant, or companion “should” look
and act like [6, 15, 70]. These choices can reproduce stereotypes or
exclusionary ideals, especially when they default to Western, white,
able-bodied, or cisgender representations. Rather than treating
embodiment merely as an engineering or aesthetic decision, we
argue that embodiment must be seen also as a cultural and political
act. Bias can emerge not only from who is represented, but from
who is systematically not represented, or from how bodies are
simplified, stereotyped, or decontextualized.

3.2 Multimodal Cues and Perceived Fairness

Bias can also arise through incongruities between verbal and non-
verbal signals [54]. These mismatches can erode trust, especially
in sensitive settings such as counselling [58], education [29], or
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healthcare [47], where subtle affective signals carry significant
interpersonal meaning. More subtly, multimodal cues can differen-
tially affect user perception based on cultural expectations [51]. A
direct gaze may be seen as confident in some contexts and aggres-
sive in others; expressive hand gestures may signal warmth in one
culture and impropriety in another. A system that treats nonverbal
communication as universal risks creating interactions that feel
alienating or unjust to certain users.

3.3 Computational Perspectives on Nonverbal
Bias and Fairness

In multimodal and embodied CUIs, bias often arises not only
through language, but through visual and auditory channels: facial
expressions, gaze patterns, gestures, tone of voice, and physical em-
bodiment. From an Al perspective, these components are modelled
through affective computing pipelines, including emotion recog-
nition systems, gesture generation models, synthetic voices, that
introduce new points at which bias can manifest [10]. Fairness and
bias discrepancies originating from multimodal features can lead
to the misattribution of emotional states, which in turn affects how
a CUI perceives users and responds to them [1, 7].

Computational research in this space has developed metrics
for performance disparity across demographic groups (see [10]).
Researchers should not assume that there is a single correct inter-
pretation of an expression, or that fairness means parity of system
behaviour regardless of individual difference [32]. Such assump-
tions risk erasing the very diversity that fairness seeks to protect.

A more robust approach acknowledges that multimodal fairness
is not about removing difference, but about supporting contextual
intelligibility [33]. In other words, we should design systems that
can adapt to, rather than normalize away, user variation (e.g., [13]).
This includes training on expressive datasets that span identities
and interactional styles, incorporating user control and moderation
over nonverbal behaviours, and treating emotional and embodied
responses as socially situated, not universal. From this perspective,
fairness in multimodal CUIs becomes a matter of interpretive flex-
ibility and responsive adaptation, rather than statistical balance
alone.

3.4 Designing for Multimodal Fairness

The challenge, then, is not to erase embodiment or minimize nonver-
bal expressivity, but to design CUIs whose multimodal behaviour
is adaptive, context-sensitive, and inclusive. This entails:

o Critically reflecting on representational diversity in embodi-
ment, including whose identities are modelled or prioritized.

e Building systems that can engage in multimodal align-
ment—adjusting gaze, gesture, and tone to match the in-
teractional and emotional context.

e Considering interactional asymmetries introduced by em-
bodiment, especially when physical form implies authority,
surveillance, or affective labour.

e Implementing fairness-aware multimodal models that eval-
uate and mitigate expressive and perceptual performance
disparities.

Fairness in multimodal CUIs requires acknowledging that social
meaning is co-constructed across channels [17]. Designers and
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researchers must attend not only to what the system says, but how
it looks, sounds, moves, and “feels” to interact with. These embodied
aspects of CUIs are not cosmetic, they are central to how fairness
is interpreted and experienced.

4 Theme 4: Interactional Dynamics

Bias and fairness in CUIs do not reside solely in system outputs
or datasets, they emerge through ongoing interactional processes.
Even well-intentioned and technically sound systems can produce
biased experiences when design assumptions misalign with users’
interactional expectations, affective needs, or social positioning
[29, 42]. In this final theme, we aim to focus on how fairness and
bias are experienced, negotiated, navigated, and at times repaired
within the dynamic flow of conversational exchanges.

4.1 Interaction as the Site of Social Meaning

CUIs are not static tools but co-participants in interaction [44, 63].
Their behaviour unfolds turn by turn, and users develop expecta-
tions about their responsiveness, consistency, tone, and adaptability.
As in human-human interaction, trust, rapport, and perceived fair-
ness are not established in a single utterance—they are built over
time [42]. When a CUI interrupts, ignores, misreads, or talks over
a user, the harm may not reside in any single response but in the
pattern that emerges across multiple interactions [24, 30, 31]. Thus,
bias is not only about content, it is also about timing, acknowl-
edgment, sequencing, and responsiveness. A system that routinely
offers more clarification to one type of user and not another, or
that treats similar statements from different users unequally, may
reproduce bias interactionally, even if its responses are lexically
similar.

4.2 Perceived Fairness and Moral Attribution

Fairness in CUIs is not determined solely by what the system does,
but also by how that behaviour is perceived by users. A CUI that pro-
duces equivalent responses across demographic groups may still be
experienced as unfair if users feel dismissed, judged, or differently
treated [37, 39]. Conversely, a system with minor output disparities
may be interpreted as fair if users believe it is responsive, caring,
or transparent in its actions [45]. These perceptions are shaped not
only by the immediate interaction, but by users’ prior experiences
with technology, cultural expectations, and social identity [15]. Ac-
cordingly, users bring their own expectations, identities, and past
experiences to the interaction, which in turn shape how fairness is
inferred, even in the absence of any objectively biased behaviour.

This means that fairness is often perceived through more than
just operational dynamics like timing, fluency, or tone. A CUI that
offers neutral or supportive content may still be judged as biased if
its message challenges the user’s world-view, engages with morally
sensitive topics, or evokes discomfort [39]. Conversely, a system
may be seen as fair and trustworthy simply because it conforms
to the user’s social norms or validates their perspective, even if
its responses are generically generated or behaviourally imprecise
[38, 69]. This underscores the need to examine fairness and bias as
projected qualities, not just measured ones.
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In this view, CUIs become sites of moral projection. Users may
anthropomorphize them, attribute intent to their responses, or eval-
uate their fairness based on how closely the system aligns with their
expectations, regardless of the system’s internal mechanics [36].
These projections are intensified in contexts involving sensitive
or value-laden content, such as mental health support, political
advice, or interpersonal feedback [3]. However, users do not always
distinguish between the system and its creators. Biases perceived
in CUISs are often seen as reflecting broader institutional, corporate,
or societal values [25].

This highlights the importance of studying user perception along-
side behavioural and algorithmic audits. Investigating how users
interpret system behaviour, where they locate responsibility for
fairness, and how these attributions evolve over time is essential
for developing CUIs that are perceived by users as morally intelligi-
ble and trustworthy. Hence, perceived fairness is neither reducible
to design nor to evaluation metrics, it is an emergent property of
human interpretation, shaped by what the system says, how it says
it, and who is listening.

4.3 Repair, Correction, and the Possibility of
Fairness

Interaction is not only where bias manifests, it is also where fair-
ness can be mitigated and repaired. CUIs that are able to recognize
misunderstandings, solicit clarification, or reflect back uncertainty
can create openings for users to reassert control, redirect the con-
versation, or resist problematic framings [4]. This underscores the
importance of designing for interactional sensitivity: Can the CUI
detect when a user seems dissatisfied, confused, or emotionally
affected? Can it invite elaboration without imposing? Can it adapt
over time to better fit the user’s preferences, communication style,
or context? These questions align with broader theoretical commit-
ments to interactional justice, which emphasizes not only what is
said, but how participants are treated in the process of speaking

and being heard [52].

4.4 From Static Ethics to Relational Ethics

Frameworks for fairness in Al often focus on pre-deployment assess-
ments [10, 28]. These approaches have been instrumental in raising
awareness and accountability. However, in conversational settings,
fairness often evolves through interaction and should be seen as re-
lational, contingent, and emergent, something that unfolds in time,
through exchange. Therefore, fairness must also account for small-
scale, multimodal, and temporally situated dynamics that shape
how engagement with a CULis perceived, interpreted, and evaluated
throughout an interaction [11]. This calls for extending the scope
of bias and fairness research in CUIs from static ethics, which focus
on outcomes and compliance, to relational ethics, which emphasise
practices, encounters, and lived experiences.

5 Conclusion: Toward a Relational Theory of
Bias and Fairness in CUIs

Together, these four themes present a theoretical framework for
understanding bias and fairness in CUI as multidimensional, so-
cially embedded, and interactionally emergent. Rather than isolat-
ing technical failures or linguistic anomalies, we call for a broader
rethinking of CUIs as systems that shape and are shaped by social
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life. Bias should not be understood simply as an error to be fixed,
but as a reflection of deeper assumptions about communication,
identity, and social legitimacy. Similarly, fairness is not just a static
goal to be checked off, but an ongoing design commitment, one that
calls for attentiveness to diverse user perspectives, responsiveness
to interactional dynamics, and reflexivity throughout the system’s
development and use.

By addressing these four themes, we aim to support a growing
body of work that approaches CUIs not only as engineering chal-
lenges, but also as spaces of social interaction, ethical responsibility,
and human-centred design.

6 Workshop Plan

The workshop aims to provide a venue for multidisciplinary CUI
researchers interested in bias and fairness. It is organised by several
members of the CUI research community who have previously
organised workshops on similar topics for the CUI community
(e.g., [46, 50]). The workshop will feature two keynote speakers,
addressing both technical and interactional perspectives on bias
and fairness in CUIs, while also offering insights into the ethical
foundations of the topic.

The workshop will be publicised on social media, relevant mail-
ing lists, and a dedicated website, which will provide all necessary
information and the schedule. A call for papers will be issued,
supported by programme committee members and the workshop
organisers, who will peer review submissions. Submitters may also
propose topics for inquiry and discussion in the groups brainstorm-
ing discussions, designed to facilitate dialogue before the workshop;
these topics will be displayed on the workshop website ahead of
the event.

Accepted papers will be presented orally during the workshop
and disseminated via the website. Additionally, discussions from the
groups brainstorming activity will be documented and presented
in the 'Reflection’ session before the workshop concludes, culmi-
nating in a collaborative theoretical paper that encapsulates the
workshop’s insights and will be submitted to a leading journal in

our field.

6.1 Schedule

The half-day workshop will begin with an introduction, followed
by the first keynote. This will be followed by a paper presentation
session. After a coffee break, a second paper session will take place,
leading into the second keynote. This keynote will transition into a
brainstorming session, during which participants will be divided
into groups for interactive discussions. The workshop will conclude
with a collective reflection session moderated by the organisers.

6.2 Keynote Speakers

Micol Spitale is an Assistant Professor at the Department of Elec-
tronics, Information and Bioengineering at the Politecnico di Milano
(Polimi), as well as a Visiting Affiliated Researcher at the Univer-
sity of Cambridge. Her research has been focused on the field of
Social Robotics, exploring ways to develop robots that are socio-
emotionally adaptive and provide ‘coaching’ to promote wellbeing,
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Table 1: Tentative schedule

5 min Introduction and Welcome

35 min Keynote 1

45 min Paper Presentations 1

15 min Break and Networking

45 min Paper Presentations 2

35 min Keynote 2

40 min Interactive group discussion and brainstorming activity
20 min Reflections/Take-aways

5 min Final Remarks and Conclusion

while being unbiased and fair. Previously, she was a Postdoctoral Re-
searcher at the Affective Intelligence & Robotics Laboratory (AFAR
Lab) of the University of Cambridge.

Dorian Peters is a Research Fellow at Imperial College London,
an Associate Fellow at the Leverhulme Centre for the Future of
Intelligence (LCFI) at the University of Cambridge and a Senior Re-
search Associate at the Intellectual Forum, Jesus College Cambridge.
She is a human-computer interaction researcher who specialises in
design for digital health and wellbeing, human autonomy, learning,
and translation of research to practice. She has worked in partic-
ipatory digital health across age groups with communities in the
UK, Australia and South America. Her current work explores how
conversational Al might be leveraged to tackle health disparities in
the majority world in ways that acknowledge model bias and power
dynamics. Her books include Positive Computing: Technology for
Wellbeing and Human Potential (MIT Press), and Interface Design
for Learning (Pearson).

6.3 Organisers

Guy Laban is a Research Associate in the Department of Com-
puter Science & Technology at the University of Cambridge, and an
incoming Senior Lecturer (Assistant Professor) at the department of
Industrial Engineering and Management of Ben-Gurion University
of the Negev. His research explores how people share emotions
with artificial agents and how these interactions shape social dy-
namics and well-being. He investigates the semantic and social
implications of conversational Al, including how large language
models interpret and generate emotional expressions and the biases
that influence these interactions. He was awarded the International
Society for Research on Emotion (ISRE) 2024 Dissertation Award
(2nd Runner-Up), served as publicity chair for ACII 2024, associate
editor for ICSR 2024, and has co-organized workshops on conversa-
tional Al, including Robo-Identity 2 (HRI 2022) and Ethics of CUIs
(CHI 2022).

Julian Hough is an Associate Professor in Computer Science
at Swansea University. His research focuses on applying Artificial
Intelligence and Natural Language Processing techniques to inter-
action data and within interactive systems to improve the quality
of HAL He has won an outstanding paper award at COLING 2020
and was appointed a Turing Fellow at the Alan Turing Institute
(2019-2021). Since 2019, he is co-chair of the SemDial conference
series and has served in roles in international conference venues
such as General Chair (SemDial), Area Chair (InterSpeech, EACL)
and Poster chair (HAI), and leads the UK EPSRC-funded FLUIDITY
project.
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Minha Lee is an Assistant Professor at the Eindhoven Univer-
sity of Technology in the Department of Industrial Design, with
a background in philosophy, digital arts, and HCI. Her research
concerns morally relevant interactions with various agents like
robots or chatbots. Her work explores how we can explore our
moral self-identity through conversations with digital entities, e.g.,
via acting compassionately towards a chatbot. She co-leads the
steering committee of the ACM CUI conference series after serving
as one of the general chairs of the CUI 2023 conference.

Alva Markelius is a PhD candidate and Cambridge Trust
Scholar at the Department of Computer Science & Technology
at the University of Cambridge. She is also recipient of Top 100 Bril-
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