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Abstract

Recent advances in Large Language Models
(LLMs) have significantly reshaped the land-
scape of Natural Language Processing (NLP).
Among the various prompting techniques, few-
shot prompting has gained considerable at-
tention for its practicality and effectiveness.
This study investigates how few-shot prompt-
ing strategies impact the Word Sense Disam-
biguation (WSD) task, particularly focusing on
the biases introduced by imbalanced sample
distributions. We use the GLOSSGPT prompt-
ing method, an advanced approach for English
WSD, to test its effectiveness across five lan-
guages: English, German, Spanish, French,
and Italian. Our results show that imbalanced
few-shot examples can cause incorrect sense
predictions in multilingual languages, but this
issue does not appear in English. To assess
model behavior, we evaluate both the GPT-4o
and LLaMA-3.1-70B models and the results
highlight the sensitivity of multilingual WSD
to sample distribution in few-shot settings, em-
phasizing the need for balanced and represen-
tative prompting strategies.

1 Introduction

With the advent and rapid development of trans-
former architectures, Large Language Models
(LLMs) have emerged as a game-changing technol-
ogy for Natural Language Processing (NLP) tasks,
particularly in text generation, question answering,
and tasks requiring computational intelligence, rea-
soning, and language understanding (Minaee et al.,
2024). Previous research has explored a variety
of computational techniques in relation to LLMs,
with a strong focus on prompt engineering, Re-
trieval Augmented Generation (RAG), knowledge
base integration, and efficient fine-tuning strate-
gies (Gu et al., 2024).

Among these areas, prompt engineering has re-
ceived significant attention as a means of construct-

ing accurate and efficient responses. Notably, few-
shot prompting (Mann et al., 2020) has been ex-
tensively studied to enhance reasoning capabilities
and in-context learning within prompting strate-
gies.

Recent work, such as GLOSSGPT1, has
achieved state-of-the-art performance on the WSD
task in English by leveraging few-shot prompting
strategies. This approach demonstrates a strong
ability to resolve lexical ambiguity (Sumanathilaka
et al., 2025b). Other work has shown that zero-shot
prompting alone cannot perform efficient WSD,
but few-shot chain-of-thought (COT) can lead to
higher-accuracy disambiguation (Sumanathilaka
et al., 2024a). WSD remains a critical computa-
tional challenge for improving the understanding
of word meanings when ambiguous terms appear in
sentences or paragraphs. Effective WSD systems
also contribute indirectly to advances in computa-
tional translation, transliteration, question answer-
ing and language understanding. While GLOSS-
GPT has demonstrated strong effectiveness for En-
glish, its generalizability to other languages re-
mains unexplored. This research aims to address
that gap by investigating whether the same ap-
proach can be effectively applied in a multilingual
setup. In doing so, the study also examines how
few-shot prompting may introduce bias into clas-
sification tasks such as WSD, specifically explor-
ing whether models tend to favor high-frequency
senses over low-frequency ones2. To analyze this
behavior, we employ three sampling techniques
namely Highest Frequency Sharing, Lowest Fre-
quency Sharing, and Average Frequency Sharing
as detailed in Section 3. Our findings and discus-
sions are presented accordingly.

This study makes the following major contribu-
1https://github.com/Sumanathilaka/GlossGPT-GPT-4-

WSD-with-COT
2Senses that are uncommon or rarely used



tions:

• We systematically investigate how different
few-shot sampling strategies (Highest, Low-
est, and Average Frequency Sharing) influ-
ence WSD performance across five languages.
Our multilingual setup reveals that sense fre-
quency imbalance introduces varying degrees
of bias, with under-resourced languages being
especially vulnerable.

• Our findings further highlight the importance
of maintaining balanced few-shot examples
as a critical factor for mitigating bias and im-
proving disambiguation accuracy, especially
in low-resource language contexts.

• We demonstrate that the optimal prompting
strategy is language and model-specific, show-
ing that a one-size-fits-all prompting approach
fails to generalize effectively.

The remainder of the paper is organized as fol-
lows: Related Work, which discusses current re-
search on multilingual WSD and few-shot bias
studies; Methodology, which outlines the approach
used to evaluate our proposed study; Results and
Observations; and finally, Conclusions and Future
Directions, which address potential strategies to
mitigate bias in classification tasks across different
language settings.

2 Related Work

We divide this section into two subsections. The
first subsection describes WSD experiments in the
context of Language Models (LMs) and LLMs,
including recent advances. The second section
describes experiments related to few-shot bias de-
tection.

2.1 Advancements in Language models for
WSD

Recent developments in language models have gen-
erated substantial interest in evaluating their per-
formance across a range of NLP tasks. Sainz et al.
(2023) demonstrated that LLMs possess an inher-
ent ability to capture word senses, indicating their
potential for WSD without explicit task-specific
training. They framed WSD as a textual entailment
task, prompting LLMs to assess the appropriate-
ness of a domain label for a sentence containing an
ambiguous word. Notably, this zero-shot approach
surpassed random baselines and, in certain cases,

matched or even outperformed supervised WSD
systems (Ortega-Martı́n et al., 2023). Addition-
ally, cross-lingual WSD has been explored through
contextual word-level translation using pre-trained
language models, with evaluations of zero-shot per-
formance based on cross-lingual knowledge (Kang
et al., 2023). A contrastive self-training frame-
work, COSINE, was also proposed to fine-tune
pre-trained LLMs using weak supervision without
requiring labeled data (Yu et al., 2021). Manjavacas
and Fonteyn (2022) investigated non-parametric
learning approaches and fine-tuning strategies for
LLMs applied to historical Dutch and English cor-
pora. Qorib et al. (2024) highlighted the compar-
ative effectiveness of encoder-only models over
decoder-only architectures. Yae et al. (2024) ex-
amined the impact of LLM size on WSD perfor-
mance, while Cahyawijaya et al. (2024) revealed
limitations in cross-lingual WSD tasks, particularly
involving false friends.3

Furthermore, Sumanathilaka et al. (2024a)
demonstrated that prompt engineering techniques
can significantly enhance WSD performance
through in-context learning using GPT-3.5 Turbo
and GPT-4-turbo. Their study explored various
prompting strategies, including zero-shot, few-
shot, and few-shot-CoT, highlighting the effective-
ness of few-shot learning in improving sense pre-
diction accuracy. It also showed that incorporat-
ing external knowledge further enhances the ef-
fectiveness of sense disambiguation. This work
was further extended in subsequent studies, which
showed that models such as Deepseek-R1 and o4-
mini performed particularly well in WSD tasks
compared to other flagship LLMs (Sumanathilaka
et al., 2024b). These findings are also supported
by Kibria et al. (2024). A key source of inspiration
for this line of research is GLOSSGPT (Sumanathi-
laka et al., 2025b), which achieved state-of-the-art
performance in English WSD by leveraging knowl-
edge base-driven few-shot prompting. The model
effectively incorporated lexical knowledge using
WordNet glosses and synonyms. Although this ap-
proach outperforms several existing WSD systems,
the direct impact of few-shot learning requires fur-
ther investigation. To address this, we propose a
sampling-based approach aimed at gaining deeper
insights into how various few-shot configurations
influence WSD performance across languages.

3Orthographically similar words that have entirely differ-
ent meanings across languages



Figure 1: Sense distribution for selected samples on each language. The order is English, German, Spanish, French
and Italian

2.2 Investigating Bias in Few-Shot Learning
with LLMs

A very few recent studies have focused on the bi-
ases introduced by few-shot prompting in classi-
fication tasks, particularly in contexts involving
LLMs. These biases often stem from prompt de-
sign, example selection, and label distribution, and
can significantly affect model fairness and perfor-
mance consistency.

The study by Lai et al. (2025) introduces a
benchmark specifically for assessing short answer
scoring with few-shot prompting. It highlights how
LLMs amplify biases when prompted with limited,
unbalanced examples and shows how model pre-
dictions become skewed toward overrepresented
classes. Mallen and Belrose (2024) analyze the
trade-off between label quantity and quality in few-
shot prompts. These experiments reveal that weak
labels often introduce substantial bias, especially
in binary classification tasks. They also highlight
that using a combination of low-quality and high-
quality labels has a positive impact on the predic-
tion process rather than either alone.

The study by Ma et al. (2023) revisits the prob-
lem of predictive bias, introducing a novel evalua-
tion metric and proposing two algorithms namely
T-fair Prompting and G-fair Prompting that aim
to improve classification performance by selecting
support examples that yield a more uniform distri-
bution over output classes. More recently, Ahmad-
nia et al. (2025) emphasized that Few-Shot Learn-
ing performance degrades significantly when inap-
propriate support samples are selected. To address
this, they introduced a new method that combines
fine-tuning with Active Learning (AL) for support
sample selection. Their approach leverages em-
bedding techniques to extract salient features from
unlabeled data and applies strategic sampling to
select the most informative examples, thereby en-
hancing classification outcomes. Similarly, Pecher
et al. (2024) highlighted the crucial role of sample
quantity and quality in few-shot learning. Their

work investigates how different sample selection
strategies can be combined to mitigate the limi-
tations posed by a restricted number of training
examples and improve overall learning effective-
ness.

These studies underscore the critical impact
of few-shot prompting strategies on classification
tasks, particularly emphasizing how imbalanced
sample distributions can introduce predictive bi-
ases and affect both fairness and model reliability.

3 Methodology

This study has built upon a previously verified few-
shot COT prompt provided by the GLOSSGPT.
Prompts have been designed in English following
a systematic chain of thought process, sequentially
providing the lexical resources (gloss + synonyms)
and a few possible few-shot instances extracted
from pre-built KB, as illustrated in Figure 2. En-
glish prompts were used in all experiments, in-
cluding multilingual setups, to minimize prompt
ambiguity during inference. This ensures that the
core evaluation remains focused on the WSD task
itself, rather than being influenced by prompt de-
sign (Aina and Linzen, 2021). In this section, we
present the dataset used, the techniques employed
for knowledge base creation, and the sampling
method applied for frequency sharing.

3.1 Datasets

3.1.1 SemEval-2013 WSD dataset
For our evaluation, we use an updated version
of SemEval-134, which contains four languages:
Italian (IT), Spanish (ES), French (FR), and Ger-
man (DE). English WSD was evaluated using
the SemEval-13 English dataset (Jurgens and Kla-
paftis, 2013).

The sentence with multiple ambiguous words
is split into different sentences, ensuring that each
sentence contains only one ambiguous word, which

4https://github.com/SapienzaNLP/mwsd-datasets



Figure 2: The data flow of the experiment process.

is enclosed between <WSD> tokens for the LLM
inference task. A total of 300 random samples are
utilized for the study for each language, with each
sentence containing exactly one ambiguous word
marked for disambiguation. A total of 300 samples
were carefully selected to ensure that each ambigu-
ous word had at least two distinct senses in Babel-
Net, a prerequisite for meaningful disambiguation.
Priority was given to nouns, although samples also
included other parts of speech (POS). The poly-
semy histogram for each language is shown in
Figure 1. Furthermore, the study is constrained
to a limited number of samples due to the practi-
cal limitations imposed by BabelNet’s inference
capabilities via API. To ensure consistency across
evaluations, the same set of 300 random samples is
used across all three sampling methods discussed
in subsection 3.3. The micro F1 score is employed
as the evaluation metric for assessing model per-
formance.

3.1.2 BabelNet

BabelNet (Navigli and Ponzetto, 2010) is the pri-
mary lexical knowledge base used for this study. It
is a multilingual lexical and encyclopedic resource
built by semi-automatically integrating various
sources such as WordNet, multilingual WordNets,
and Wikipedia. It contains multilingual synsets
of synonymous terms across different languages,
spanning 600 languages and includes over 23 mil-
lion synsets. For this study, lexical knowledge
resources are primarily obtained through the Ba-
belNet API, which imposes a daily limit of 1,000
BabelCoins. This constraint necessitated limiting
the study to a smaller set of samples. In addition,
English lemmas and their corresponding synonyms
are extracted from WordNet (Miller, 1995) to fur-
ther enrich the lexical representation, especially

in capturing and disambiguating ambiguous word
meanings.

3.2 Knowledge-base creation for few-shot
retrieval

The creation of the knowledge base (KB) was
inspired by GLOSSGPT (Sumanathilaka et al.,
2025b) and has been further enhanced to support
a multilingual setup. The training data for all four
languages is structured as a tree, with the language
as the root node. The first-level parent nodes rep-
resent ambiguous words, the second-level nodes
correspond to POS tags, and the child nodes con-
tain example instances along with their respective
BabelNet sense IDs. For efficient retrieval, the
structure is stored in a JSON file. Based on the am-
biguous word, the required information can be re-
trieved in constant time and shared with the model
for few-shot prompting, following the sampling
strategies described in subsection 3.3. A detailed
structure is provided in Figure 3.

3.3 Sampling Strategies for Few-Shot
Prompting in WSD

In this study, we apply few-shot prompting using
the in-context learning paradigm to identify the
correct sense of an ambiguous word in the WSD
task. We explore how the frequency distribution
of senses in the example pool affects the model’s
performance. Specifically, we define three sam-
pling strategies based on the distribution of sense
frequencies below: Highest Frequency Sharing,
Lowest Frequency Sharing, and Average Frequency
Sharing. We denote:

– n as the total number of senses for a given
ambiguous word,



Word Sense Meaning Description Actual # HF LF AF
bank.n.14:00 Financial institution 7 7 1 4
bank.n.17:01 Edge/slope of a river or body of water 4 4 1 4
bank.n.17:00 Raised embankment, like a ridge or mound 1 1 1 1
bank.n.14:01 Series/set (e.g., a bank of windows) 1 1 1 1

Table 1: Sense Count and Example Report for the Word “Bank”, according to the three frequency sharing techniques.
H: High, L: Low, A: Average, F: Frequency

Figure 3: Few-shot knowledge base arrangement. For
demonstration, the French branch is shown. A simi-
lar arrangement is followed for German, Italian and
Spanish.

– freq(Si) as the number of available examples
for sense Si, where i ∈ {1, 2, ..., n},

– F = {freq(S1), freq(S2), . . . , freq(Sn)} as
the set of all sense frequencies.

Each strategy defines how many few-shot ex-
amples ki are selected for each sense Si, where
ki ≤ freq(Si). Case selection is performed ran-
domly when freq(Si) > ki.

1. Highest Frequency Sharing

This strategy aims to balance the number of few-
shot examples according to the most frequent sense.
Each sense Si is assigned k = max(F) examples,
if sufficient samples are available, else the number
of samples available for that particular sense:

ki = min (max(F), freq(Si))

2. Lowest Frequency Sharing
This strategy equalizes the number of few-shot
examples using the least frequent sense that has at
least one sample. Each sense Si receives:

ki = min (min(F \ {0}), freq(Si))

This ensures that all senses are represented
equally, without exceeding their available samples.

3. Average Frequency Sharing
This strategy computes an average of the minimum
non-zero and maximum frequencies and uses it as
a balanced number of examples per sense:

k =

⌊
min(F \ {0}) + max(F)

2

⌋
ki = min(k, freq(Si))

This method serves as a compromise between
the two extremes and reduces the effect of extreme
imbalance.

Occasionally, it is observed that certain senses
have no corresponding examples in the training
data used to build the knowledge base for few-shot
retrieval. In such cases, regardless of the sampling
strategy applied, only the sense identifier (sense
ID) is shared in the prompt, without any supporting
examples. The frequencies and adjusted frequen-
cies according to the three frequency sharing tech-
niques is shown for “Bank” as a noun in Table 1.

3.4 Study Setup
For this study, we selected the GPT-4o and LLaMA
3.1-70B models due to their strong performance in
multilingual settings (Vayani et al., 2025). General-
purpose chat models were used in this study with-
out any fine-tuning or prompt tuning. This was
deliberately done to ensure the evaluation of the
effectiveness of prompt engineering alone, using
a few-shot example. Access to GPT-4o was ob-
tained via the OpenAI API using a tier-one Ope-
nAI account, while LLaMA-3.1-70B was accessed



through the Together.ai API. Both models were
configured with a temperature of 0 and a maxi-
mum output token limit of 500. The temperature
selection for the study was inspired by previous
work (Sumanathilaka et al., 2025a), and zero(0)
was selected to ensure the deterministic responses
of the study. The primary task assigned to both
LLMs was word sense identification, with their
role defined as a “helpful assistant for identifying
word senses”.

4 Results and Discussion

This section presents the results of our experiments,
organized into three main areas of analysis. First,
we evaluate the impact of different sampling strate-
gies on performance. Next, we examine the suit-
ability of various models for the task, highlighting
their strengths and limitations. Finally, we explore
the influence of contextual factors on the outcomes,
providing insight into how context affects model
behavior and overall system performance.

4.1 Effectiveness of Sampling Strategies

The experimental results in Table 2 show there
is no universally optimal few-shot sampling strat-
egy for WSD. The efficacy of any given strat-
egy is highly context-dependent. Average Fre-
quency Sharing often serves as a robust baseline,
especially when paired with more capable mod-
els such as GPT-4o and applied to languages like
English, German, and French in this study. Its
balanced approach to sense representation gen-
erally proves beneficial, avoiding assigning too
much weight to the high-frequency senses. High-
est Frequency Sharing emerges as a specialized
but highly effective strategy in certain linguistic
contexts, specifically Spanish and Italian in this
dataset, where it consistently outperforms other
methods for both LLMs. This suggests that high-
frequency examples can improve sense prediction
in lower-resourced languages like Spanish and Ital-
ian.

In contrast, Lowest Frequency Sharing is gen-
erally a high-risk strategy, often resulting in sub-
optimal or even the worst performance. Its occa-
sional success appears to be tied to specific model-
language combinations, for example, LLaMA 3.1
with English. However, the performance improve-
ment is not significant compared to the average
frequency sampling. The variability in optimal
strategy across different conditions, such as model

and language, highlights the importance of empiri-
cal evaluation when aiming for peak performance.
In practice, WSD applications should test multiple
strategies or base their choice on strong, evidence-
backed reasoning that considers the characteristics
of the LLM and target language. This also suggests
the potential value of developing adaptive meth-
ods that can dynamically select or adjust sampling
strategies based on context and sense distribution.

Overall, these results suggest that frequency-
based sampling has limited influence on WSD per-
formance in English, where even the lowest fre-
quency sense for a word has sufficient samples for
the model to attune to, but plays a more significant
role in multilingual contexts, particularly for less
resourced languages like Spanish and Italian.

4.2 Model-Specific Suitability for Few-Shot
WSD

The choice of LLM significantly affects the ef-
fectiveness of few-shot sampling strategies. In
this WSD study, GPT-4o generally achieved the
highest performance overall. However, LLaMA
3.1 proved to be a strong competitor, even outper-
forming GPT-4o in certain cases, such as when
using Highest Frequency Sharing in Spanish. Im-
portantly, both models were sensitive to the sam-
pling strategy used. Even a powerful model like
GPT-4o did not perform best with a single strategy
across all languages; for example, its performance
in Spanish varied by 0.10 points depending on the
sampling method.

This shows that model size or general capability
alone cannot fully compensate for poor sampling
choices. On the other hand, a model like LLaMA
3.1 can deliver excellent results when the sampling
method is well-matched to its strengths and the
task at hand. Conversely, thoughtful sampling de-
sign can improve results even for smaller or less
advanced models. These results suggest that future
work could benefit from developing model-aware
sampling techniques.

4.3 Influence of Linguistic Context on
Performance

Linguistic context has a significant impact on WSD
performance. This study revealed a consistent per-
formance hierarchy across the five languages ex-
amined: English and German >French >Span-
ish and Italian. This pattern held across both
LLMs and most sampling strategies, indicating it



Model Method English German Spanish French Italian

GPT-4o
Highest frequency 0.81 0.76 0.70 0.75 0.74
Lowest frequency 0.81 0.72 0.60 0.70 0.65
Average frequency 0.83 0.78 0.64 0.76 0.70

LLaMA-3.1
Highest frequency 0.75 0.76 0.73 0.72 0.68
Lowest frequency 0.77 0.70 0.60 0.68 0.63
Average frequency 0.76 0.77 0.65 0.74 0.66

Table 2: Performance comparison across languages for GPT 4o and LLaMA 3.1 under different frequency strategies.
F1 scores are presented.

reflects deeper linguistic or resource-based differ-
ences rather than specific methodological choices.

Importantly, the optimal sampling strategy also
varied by language. Average Frequency Sharing
worked best for English, German, and French,
while Highest Frequency Sharing was more ef-
fective for Spanish and Italian. This suggests that
under-resourced languages like Spanish and Ital-
ian benefit from sampling strategies that empha-
size more frequent and balanced sense represen-
tations to improve interpretation and disambigua-
tion. The key takeaway is the need for language-
aware WSD strategies. Achieving strong multi-
lingual performance requires more than powerful
models, which demands careful attention to each
language’s characteristics, including its sense dis-
tribution, resource availability, and representation
in training data. This may involve tailored pre-
processing, targeted resource development, or even
fine-tuning models for specific languages or typo-
logical groups. A one-size-fits-all approach, typi-
cally optimized for English, is unlikely to perform
well across the linguistic spectrum.

5 Conclusion and Future Directions

In conclusion, this research demonstrates that the
selection of a few-shot examples in prompting
LLMs can introduce significant performance vari-
ance in classification tasks in a multilingual setup,
particularly when certain senses are overrepre-
sented. However, in the case of English, such no-
ticeable deviations are not identified. These results
emphasize the importance of maintaining a bal-
anced distribution of examples across all classes.
The results also indicate that high-frequency shar-
ing of sense examples can positively influence cor-
rect sense prediction, reinforcing the benefits of
in-context learning during the inference process.
Conversely, reducing few-shot examples to ad-

dress class imbalance, especially for low-frequency
senses, is not an effective strategy, as it can hinder
the in-context learning process and degrade overall
performance by limiting knowledge transfer. Im-
balanced prompts tend to bias the model toward
high-frequency senses, leading to reduced accu-
racy. While averaging techniques help mitigate
such bias to some extent and contribute to more
consistent performance, they are not a complete
solution.

Overall, these findings underscore the need for
balanced few-shot prompting with sufficiently rich
examples to teach LLMs accurate sense disam-
biguation. These insights are particularly valuable
when extending similar techniques to low-resource
languages, where inherent limitations in language
performance make balanced prompting even more
critical. In such low-resourced multilingual adap-
tation setups, ensuring a well-balanced distribu-
tion of examples can significantly enhance both
in-context learning and classification accuracy.

Future studies should focus on methodologies
for balancing and improving few-shot learning, par-
ticularly in low-frequency and uncommon-sense
scenarios. As suggested by Han et al. (2024); Li
et al. (2024), multi-agent systems based on LLMs
could be effectively utilized for context-aware
few-shot generation, helping to create balanced
examples necessary for the disambiguation pro-
cess. These advancements can ensure that general-
purpose LLMs are effectively leveraged for lin-
guistic tasks such as WSD, rather than requiring
fine-tuning for specific downstream applications.

The code and implementation are avail-
able at https://github.com/Sumanathilaka/

Prompt-Balance-Matters.

https://github.com/Sumanathilaka/Prompt-Balance-Matters
https://github.com/Sumanathilaka/Prompt-Balance-Matters


Limitations

One limitation of this study is that it considers
only two flagship LLMs, which, while representa-
tive of current state-of-the-art performance, may
not fully capture the diversity in model behavior.
Although this does not compromise the strength
of our findings, future evaluations with a broader
range of models could provide further validation
and insights. Additionally, the models used in
this study are primarily chat-oriented; reasoning-
focused models may exhibit different disambigua-
tion capabilities, and evaluating such models would
be a valuable extension. Another constraint is the
limited sample size of 300 sentences per language.
While this restricts the scale of the analysis, it en-
sures that each sampling technique operates on an
identical and controlled dataset, thereby preserving
consistency across evaluations without introducing
bias from differing input distributions.
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